Modeling Depression Data: Feed Forward Neural Network vs. Radial Basis Function Neural Network
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Abstract

Depression is a serious affliction that affects a large fraction of the global populace. Due to the widely varying symptoms the diagnosis poses a unique problem based on uncertainty. This paper proposes an approach to tackle the aspect of uncertainty using Soft Computing techniques, which are trained using real life medical data. We have developed two forms of intelligent Neural Network models to help in obtaining a reasonably accurate diagnosis. Trials with test data have yielded nominal Mean Squared Error. Hence this could prove to be a useful tool in automated diagnosis of depression.
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1. Introduction

The usage of Artificial Intelligence in Medicine is a relatively new concept and highly relevant to the modern requirements of diagnosis [1-7]. In cases such as depression diagnosis where the uncertainty plays a major role, an intelligent algorithm can provide high levels of accuracy than the traditional methods of diagnosis. Success of such algorithms can be attributed to its ability to accept subjective data and quantify it in order to analyze and produce an objective diagnosis.

Diagnosis of psychiatric diseases is complicated in nature due to its subjective symptoms. This is further complicated by the fact that symptoms may be progressive and early diagnosis may not be possible even by the experienced psychiatrists. Moreover there is widespread social stigma where psychiatric patients may be ostracized. The combination of all these factors makes depression a major global
health concern that affects at least one-third of the adult human population. The scarcity of well trained and experienced psychiatric professionals in many regions of the world makes this problem even more acute. Thus, we see the relevance and necessity of such automated intelligent diagnosis systems to help counter this menace.

Over the last two decades, a lot of work has been done to incorporate Soft Computing (SC) techniques into the handling of psychiatric disorders [8-11]. Concepts of Fuzzy-C Means (FCM) and K-means (KM) clustering techniques were used for classifying depression grades using Beck’s Depression Inventory-II (BDI-II). In another study, Brief Psychiatric Rating Scale-F2 (BPRS-F2) has been used to capture the symptoms of seven look-alike psychiatric diseases and depression was one of them [12-18]. Various neural network models have also been implemented specially pertaining to suicidal tendencies stemming from depression [19-20]. Swarm intelligence techniques have also been used in the past. Hybrid SC techniques using combinations of the basic techniques have yielded good results such as neuro-fuzzy controllers [21-24]. Traditional linear regression models have also proved quite fruitful. However simple Neural Network models can be used in very low resource environments, making them tools with wide scope. Given properly obtained training data, these can yield fairly accurate diagnosis even with nominal computational and knowledge resource [25-28].

2. Developed Approaches

In this section the data collection and the construction of the two Neural Network models has been discussed.

2.1 Data Collection

‘First reported’ depression data were collected from the bed-tickets of three hundred and two cases taking appropriate ethical measures. Choice of a case was irrespective of gender and age. It took one year (2004-2005) to complete the task. All these cases were drug-naïve, i.e., they never took anti-depressive medications and were reporting to the hospital for the first time. Cases presented with suicidal ideations were excluded as these cases required urgent treatment. Ten common symptoms, namely Feeling Sad (FS), Loss of Pleasure (LP), Weight Loss (WL), Insomnia (IN), Hypersomnia (H), Loss of appetite (LA) and Psychomotor Agitation (PA) were considered for this work after consulting with three senior psychiatrists (mean experience of 10.4 yrs.). The grade of each symptom and the corresponding probability of depression were unanimously assigned [0, 1] by them.

2.2. Approach 1: Back Propagation Neural Network Model Construction

An attempt has been made here to model a three-layered fully connected Feed Forward Neural Network (refer to Fig. 1) [29].

This model consists of three layers, the Input Layer (IL), the Hidden Layer (HL) and the Output Layer (OL). There are ten neurons in the IL corresponding to the ten symptom inputs. The HL has variable number of neurons ranging between 3 and 15 depending upon the most optimum performance based on the training data set. The OL has only one neuron that gives the final output as degree of depression. The weight sets [V] and [W] connect the outputs of IL to inputs of HL and the outputs of HL to the inputs of OL respectively. They are optimized according to the training data as well.

2.2.1 Layer 1 (Input Layer)

The input layer accepts the ten symptoms of depression as input. The nodal output is the same as input as a linear transfer function has been used.

2.2.2 Layer 2 (Hidden Layer)

The hidden layer takes the weighted mean of outputs from the input layer as its input. The weight system used in this case is [V]. Prior to training of the system, the weight set is randomly generated using a seed based random number generator. After training the optimized weight values are used. The transfer function used is ‘log-sigmoid’ and thus the nodal outputs vary within 0 and 1.
\[ O_{P2} = \frac{1}{1 + \exp(-a*I_{P2})} \]

where \( I_{P2} \) = Nodal Input and \( O_{P2} \) = Nodal Output for the second layer and 'a' is a constant.

### 2.2.3 Layer 3 (Output Layer)

The output layer takes the weighted mean of outputs from the hidden layer as its input. The weight system used in this case is \([W]\). Prior to training of the system, the weight set is randomly generated using a seed based random number generator. After training the optimized weight values are used. The transfer function used is 'tan-sigmoid' and thus the nodal outputs vary within 0 and 1.

\[ O_{P3} = \frac{\exp(-I_{P3}) - \exp(-I_{P3})}{\exp(-I_{P3}) + \exp(-I_{P3})} \]

where \( I_{P3} \) = Nodal Input and \( O_{P3} \) = Nodal Output for the third layer.

A batch mode of training has been adopted to optimize the performance of the controller so developed. It can be implemented using a Back-Propagation (BP) algorithm, as explained below.

---

![Diagram of multi-layered feed forward neural network model.](image)

**Figure 1:** The multi-layered feed forward neural network model.

### 2.2.4 Tuning of the neural network system using a Back Propagation Algorithm

In this case the weight sets \([V]\) and \([W]\) are fine tuned to optimize the system. This objective is achieved through the use of a Back Propagation (BP) algorithm.

Let us consider \( C \) training scenarios and Mean Squared Deviation (MSD) in prediction can be calculated as follows:
\[ E = \frac{1}{2c} \sum_{i=1}^{c} (T_i - O_i)^2 \]
where \( T_i \) is the target for \( i^{th} \) iteration and \( O_i \) is output of OL neuron for \( i^{th} \) iteration.
Now the change in weight value \( v_{ij} \) in weight set \([V]\) is represented as:
\[ v_{ij\text{-updated}} = v_{ij\text{-previous}} + \Delta v_{ij} \]
Where the change in \( v_{ij} \) can be calculated as:
\[ \Delta v_{ij} = -\eta \frac{\partial E}{\partial v_{ij}} + \alpha \Delta v_{ij\text{-previous}} \]
where \( \eta \) represents the learning rate and \( \alpha \) represents the momentum constant. \( \Delta v_{ij} \) represents the change in \( v_{ij} \).
Now the value of the first term may be calculated as:
\[ \frac{\partial E}{\partial v_{ij}} = \frac{\partial E_c}{\partial O_{oc}} \frac{\partial O_{oc}}{\partial I_{oc}} \frac{\partial I_{oc}}{\partial O_{hj}} \frac{\partial O_{hj}}{\partial I_{hj}} \frac{\partial I_{hj}}{\partial v_{ij}} \]
Similarly for the weight set \([W]\), we use the corresponding equations:
\[ w_{i\text{-updated}} = w_{i\text{-previous}} + \Delta w_i \]
\[ \Delta w_i = -\eta \frac{\partial E}{\partial w_i} + \alpha \Delta w_{i\text{-previous}} \]
And in this case the first term is:
\[ \frac{\partial E}{\partial w_i} = \frac{\partial E_c}{\partial O_{oc}} \frac{\partial O_{oc}}{\partial I_{oc}} \frac{\partial I_{oc}}{\partial w_i} \]

2.3. Approach 2: Radial Basis Function Neural Network

A Radial Basis Function Neural Network (RBFNN) has following salient features (i) The input and Output Layer nodes use linear transfer functions and (ii) The Hidden Layer uses a Radial Basis Function as its transfer function. Radial Basis Functions have their functional value dependent on the distance of the input parameter from a given mean. Examples are the Gaussian distribution function, multiquadric function, inverse quadric function and polyharmonic spline functions. In our developed system we use a special case of polyharmonic spline function – the thin plate spline function as shown below.

\[ O_{p2r} = I_{p2r}^2 \log(I_{p2r}) \]
where \( I_{p2r} = \text{Nodal Input} \) and \( O_{p2r} = \text{Nodal Output} \) for the second layer of RBFNN.

2.3.1 Tuning of the RBFNN System using a Back Propagation Algorithm

The tuning of this system is the same as the BPFFNN system due to the similar structure. Please refer to Section 2.2.4 for the tuning process.

3. Results and Discussions

In both the approaches, neural network model is trained using a Back Propagation algorithm off-line. A set of 45 training data sets was used. Each set consisting of ten normalized inputs \( I_1 \) to \( I_{10} \) and one target output that is the actual doctor’s diagnosis. A batch mode of training was used here. First the NN model in Approach 1 is optimized taking an appropriate number of neurons in the hidden layer. The number of hidden layer neurons is varied between 3 and 15 to maintain a stable and non-redundant state keeping momentum constant \((\alpha)\) and learning rate \((\eta)\) as constant. The result is shown in Fig. 2. After this the number of neurons in hidden layer is kept as the one which had minimum final error, which in this case was found to be 15. Now the learning rate \( \eta \) is varied between 0.01 and 0.8. The results are shown in Fig. 3. The most optimum learning rate is found to be \( \eta=0.8 \) and momentum constant value \( \alpha \) is varied between the same 0.01 and 0.8. The results can be seen in Fig. 4. After this system is thus optimized, the program is allowed to run for 200 epochs where the MSD is observed to stagnate at a value of 0.012187 as shown in Fig. 5.

In the similar manner, variation of error with number of neurons, momentum constant, learning rate and number of iterations for the Approach 2 is presented in Figs. 6 through 9, respectively. The best result was obtained with number of neurons = 6, \( \eta=0.35 \) and \( \alpha=0.8 \).
**Figure 2:** Variation of error with number of neurons in hidden layer in Approach 1.

**Figure 3:** Variation of error with learning rate ($\eta$) in Approach 1.

**Figure 4:** Variation of error with momentum constant ($\alpha$) in Approach 1.

**Figure 5:** Error vs. no. of iterations with optimal neural network parameter in Approach 1.

**Figure 6:** Variation of error with number of neurons in hidden layer in Approach 2.
Finally the optimal weight values for both the cases have been obtained and applied to find the predicted outputs of 5 test data sets. The results are presented in Table 1.

We can see that the differences between the actual target and the predicted result in both the approaches are considerably low. Moreover, the prediction obtained using the Approach 2 is more accurate than that of Approach 1 and at the same time it preserves the simplicity of algorithm of the BPFFNN. The error in prediction may be attributed to: (i) Error on part of the diagnosing doctor (ii) Lack of sufficiently large training and test set and (iii) Over simplicity of the algorithm of this Neural Network model. Even though there is a clear correlation between predicted and actual data, we have attempted to increase the accuracy in our next model without compromising the simplicity and low resource requirements.

<table>
<thead>
<tr>
<th>Target Depression</th>
<th>Predicted Depression Approach 1</th>
<th>Predicted Depression Approach 2</th>
<th>% error Approach 1</th>
<th>% error Approach 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.6</td>
<td>0.335263</td>
<td>0.042501</td>
<td>44.12284</td>
<td>7.083563</td>
</tr>
<tr>
<td>0.7</td>
<td>0.333607</td>
<td>0.401875</td>
<td>52.34187</td>
<td>57.41074</td>
</tr>
<tr>
<td>0.5</td>
<td>0.334047</td>
<td>0.081333</td>
<td>33.19058</td>
<td>16.26663</td>
</tr>
<tr>
<td>0.2</td>
<td>0.33387</td>
<td>-0.23611</td>
<td>-66.9352</td>
<td>-118.053</td>
</tr>
<tr>
<td>0.4</td>
<td>0.334797</td>
<td>-0.07405</td>
<td>16.3008</td>
<td>-18.5117</td>
</tr>
</tbody>
</table>
4. Conclusions and Future Work

The handling of psychiatric issues still remains a widely neglected field owing to social stigmas and taboo. Furthermore the lack of experienced and trained professionals and large number of trained affected population makes the problem even more crucial. The usage of such automated intelligent systems can provide much needed relief to unattended cases in developing areas. Also such systems can prevent cases of ‘false alarms’ and thus save precious resources. The future scope of this work would be to obtain greater quantities of sample data, correlation and standardization of these data sets and the spreading of awareness regarding the usage of these systems. There is also a great scope for improvement of accuracy without compromising the simplicity of the system. A system should be simple and easy to handle so that even a layman can utilize and modify the system structure which best suits one’s sample set. Also the simpler a system is, greater is its flexibility of usage and its scope. The requirement of minimal computational resources is also an advantage for rural and under developed areas. The rough tuning processes such as testing of various transfer functions and the flexibility of assignment of transfer functions is the subject of further work.
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